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Coded Caching Design for Dynamic Networks
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Abstract— Coded caching is an effective technique to reduce
the data transmission load by exploiting the cache contents across
the network. However, most coded caching schemes are designed
for static networks that consist of only a placement phase and
a delivery phase. In practice, a network maybe dynamic with
multiple rounds of placement and delivery phases, and the
number of users within the network may vary. In these dynamic
networks, a conventional coded caching scheme may lead to the
undesired updates at the existing users’ cache contents. This
paper proposes a centralized coded caching scheme for dynamic
networks that can support multiple rounds with newly joining
users. It prevents cache contents of the existing users from being
updated, extending the service duration of cache devices. Further
recognizing the need of information security in coded caching, the
considered dynamic networks are featured by two constraints: 1)
the library files must be kept secure from a wiretapper who has
access to the shared link; 2) any subset of users cannot obtain
information from the demands of other users. This consideration
leads to another dynamic coded caching scheme that ensures
information security. It is shown that the proposed schemes can
yield a small subpacketization level and achieve a good rate-
memory tradeoff.

Index Terms— Coded caching, content security, dynamic net-
works, demand privacy, subpacketization level.

I. INTRODUCTION

THE dramatic increase in the use of smart devices leads
to an unprecedented growth in internet traffic. This

generates a tremendous challenge on smoothing the data trans-
mission over the network, especially during the peak hours.
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Coded caching has been introduced as an effective technique to
alleviate the network pressure by exploiting the cache contents.
The original coded caching network [1] consists of a central
server which has access to a library of N files of the same
size. It provides service to K users over an error free shared
link. Each user has a cache memory with a size of M files.
A coded caching scheme normally consists of two phases,
the placement phase and the delivery phase. In the placement
phase, the server sends the properly designed contents to
each user’s cache without any prior knowledge of the later
demands. In the delivery phase, the server is informed with
the users’ demands. It then broadcasts the coded packets to
the users so that each user can reconstruct its desired file with
the assistance of their own cache contents. The worst case
broadcasting load normalized by the size of file is defined as
the transmission rate R, i.e., the minimum number of files
that must be communicated so that any possible demand can
be satisfied. Under such paradigm, if the packets are cached
directly without coding in the placement phase, it is called an
uncoded placement; otherwise, it is called a coded placement.
We summarize the prior work as follows.

A. Prior Work
Maddah-Ali and Niesen [1] have proposed a coded caching

scheme that is realized by the combinatorial uncoded cache
placement phase and the network coded delivery phase, which
is referred as the MN scheme. It was shown that the transmis-
sion rate of the MN scheme is optimal under the constraints
of the uncoded placement and K ≤ N [2], [3]. For any K
and N , a factor of four for the order optimality of the MN
scheme was also proved in [4]. Observing that there exist
some redundant transmissions in the MN scheme when a file
is requested by several users, the authors of [5] designed a
scheme that can achieve an optimal transmission rate under
the constraint of the uncoded placement. The MN scheme has
been extensively studied for several other network scenarios,
such as the decentralized caching where each user populates its
cache independently of other users [6], [7], the D2D caching
networks where users communicate with each other during
the delivery phase [8], the combination networks where the
server is connected to the users through some intermediate
relays [9], the shared cache networks where each user can
access one cache and a cache may serve multiple users [10],
and the dynamic networks [11], [12], where the uses can freely
join or depart the network.

An important parameter for coded caching is subpacketiza-
tion level, which is defined as the number of packets split in
each file. It is known that the implementation complexity of
a coded caching scheme increases with the subpacketization
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level. The MN scheme yields a subpacketization level that
grows exponentially with the number of users, which makes
them impractical for large networks. This problem has been
addressed by several approaches, including placement delivery
array (PDA) [13], [14], [15], [16], [17], [18], projective geom-
etry [19] and Ruzsa-Szemerédi graphs [20], and etc. However,
they usually trade it with the transmission rate. Recently,
it has been realized that applying multi-antenna technique
in the coded caching networks can provide a substantial
performance improvement in terms of the achievable rate and
subpacketization level [12], [21], [22], [23], [24]. In particular,
with the spatial multiplexing technique, the scheme of [22]
offers a full multiplex gains and coding gains for shared
cached networks in which the users are equipped with a
large number of transmitting antennas. The scheme of [23]
achieves an optimal degrees of freedom (DoF) and a linear
subpacketization level based on the zero forcing technique.
Later in [24], a scheme that yields a smaller subpacketization
level was derived under the fashion of cyclic placement.

In recent years, information security of the coded caching
have been investigated in [25], [26], [27], [28], [29], [30],
[31], [32], [33], [34], and [35]. In particular, the work of [25]
considered the security of library files against a wiretapper
who has access to the shared link. The proposed scheme
utilized security keys that are shared among the users to
secure the transmissions. Its transmission rate was proved to
be optimal under the constraint of uncoded placement [26].
Another security coded caching network was studied in [27],
where each user cannot learn any information about the files
other than its requested one. This scheme was designed based
on the MN scheme with an additional secret sharing technique
of [28]. Demand privacy under broadcast transmissions was
examined in [29], where a private scheme with K users and
N files can be realized by a non-private scheme with NK
users and N files. Moreover, a private scheme using the
maximum distance separable (MDS) code was proposed with
order optimal transmission rate under the constraint of private
multicast [30]. In the recent work of [32], an information
security scheme was proposed through the framework of PDA,
which accommodates secure delivery and demand privacy
against the colluding users. The above information security
coded caching problem has also been extended to other net-
work scenarios that include the shared cache networks [36], the
D2D networks [34], [37] and the combination networks [38].

B. Paper Contributions

Note that most of the existing work only considers the
coded caching design for static networks that consist of only
a placement phase and a delivery phase among a constant
number of users. In practice, the coded caching network may
need to support multiple rounds of placement and delivery
phases, during which the new users may join the network
and the server does not have any prior knowledge of the new
users in the forthcoming rounds. For example, in a video-on-
demand system, new users may join and stay for a while at
different rounds. In such dynamic networks, a conventional
coded caching scheme may lead to the network with frequent

updates at the existing users’ cache contents. This is caused
by the newly joining users. The frequent updates will shorten
the service duration of cache devices, resulting in a waste
of network resource, especially in the case of few newly
joining users. Therefore, it is important to design a coded
caching scheme for dynamic networks that can not only yield a
large coding gain but also require the minimal cache content
updates. This paper considers the design of coded caching
schemes for the dynamic networks, aiming to achieve a low
transmission rate with a small subpacketization level. The
design for dynamic networks with information security con-
straint is further considered. Our key technical contributions
include:
• We formulate a dynamic coded caching network that can

support multiple rounds of placement and delivery phases,
where new users are joining in each round. In order to
minimize the cache content updates in the placement phase
and the amount of transmissions in the delivery phase, a new
dynamic coded caching scheme (as stated in Theorem 1)
is proposed through the combinatorial design. Based on the
concatenating placement strategy, the coded messages are
designed to generate more multicast opportunities between
the existing users and the new users. It is shown that the
proposed scheme has advantage either in the subpacketization
level or transmission rate over the existing schemes. It also
generalizes the network model of [11], making it applicable
to the scenarios that can support the new users to have different
cache sizes.
• Based on the proposed dynamic coded caching scheme,

a new dynamic coded caching scheme that can ensure infor-
mation security (as stated in Theorem 2) is further derived.
This design incorporates the secret sharing with the proposed
dynamic coded caching scheme, utilizing the key superposi-
tions in a similar fashion as in [32]. It is shown that with a
negligible cost of cache memory, the proposed information
security scheme can yield a similar transmission rate and
subpacketization level as the scheme of Theorem 1. This
indicates that the information security can be realized without
increasing any communication cost for the dynamic coded
caching networks. This is similar to the cases of [25] and [38]
that also ensure information security for other network sce-
narios.

C. Paper Organization and Notations

The rest of this paper is organized as follows. In Section II,
we present the dynamic coded caching network model and
its problem formulation. The new dynamic coded caching
scheme is proposed in Section III. Section IV further proposes
a dynamic coded caching scheme with information security
constraint. Performance analysis of the proposed schemes are
given in Section V. Finally, Section VI concludes the paper.

Notations: Let calligraphic symbols and bolded lower-case
letters denote sets and vectors, respectively. Symbol ⊕ denotes
the exclusive-or (XOR) operation. Let Zq denote the ring of
integers modulo q, and Zn

q further denote a set of vectors
with elements obtained by the n-fold Cartesian product of Zq ,
i.e., Zn

q = {x = (x0, x1, . . . , xn−1) | (x0, x1, . . . , xn−1) ∈
Zq × Zq × · · · × Zq}. We use | · | to denote the cardinality of
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Fig. 1. A (K0, K1, . . . , Kl−1; M0, M1, . . . , Ml−1; N) dynamic coded
caching network.

a set. Let N+ denote the set of positive integers. The set of
consecutive integers is denoted as [x : y] = {x, x + 1, . . . , y}.
For a length-m vector a, let a|i denote the ith element of a,
where i ∈ [0 : m − 1]. Finally, the vectors in examples are
written as strings, e.g., (1, 1, 1, 1) is written as 1111.

II. NETWORK MODEL AND PROBLEM FORMULATION

We consider a network model that contains l rounds, where
each round consists of a placement phase and a delivery
phase. It is illustrated as in Fig. 1. At round j, a server
that contains N files of the same size is connected to∑j

i=0 Ki users through an error free shared link, where∑j
i=0 Ki ≤ N and j ∈ [0 : l − 1]. The N files are denoted

as W = {W0, W1, . . . ,WN−1}, each of size B bits. Let
K0 denote the set of initial users in the network, and Kj

further denote the set of new users at round j. Each user in Kj

is equipped with a dedicated cache with a size of Mj files,
where |Kj | = Kj and Mj < N . Note that the cache sizes
M0, M1, . . . , Ml−1 can be different. For clarity, this model
is referred as a (K0, K1, . . . ,Kl−1; M0, M1, . . . ,Ml−1; N)
dynamic coded caching network. It characterizes the dynamic
networks at any round j, during which Kj new users join the
network and a new coded caching of the existing

∑j−1
i=0 Ki

users is performed. More precisely, let us assume that the
network has

∑j−1
i=0 Ki users at round j − 1. They are real-

ized by a (K0, K1, · · · , Kj−1; M0, M1, . . . ,Mj−1; N) coded
caching scheme. In the forthcoming round j, there are Kj

new users joining the network. The server first places the
appropriate contents for the

∑j
i=0 Ki users. Based on their

cache contents, another delivery strategy is then conducted
so that the coded messages can generate more multicast
opportunities between the existing users and the new users.
This is different with the one of round j − 1. That says
a new (K0, K1, · · · , Kj ; M0, M1, . . . ,Mj ; N) coded caching
scheme is performed. In particular, if K1 = K2 = · · · =
Kl−1 = ∅, the dynamic coded caching network dissolves into
a static network of K0 users, i.e, a (K0, M0, N) coded caching
network. If all the users of

⋃l−1
i=1Ki are viewed as the mobile

users, the dynamic coded caching network generalizes the
network model of [11] so that the mobile users have different
cache sizes.

It is assumed that at the current round, there is no prior
knowledge of the forthcoming users. That says information of

the number of new users and their cache sizes are not available.
At round j, the network operates in two phases as follows.
• Placement Phase: Based on a specific cache placement

strategy, the server populates the cache of each user k, where
k ∈ Ki, by a cache function fk : FNB

2 7→ F⌊MiB⌋
2 , where

i ∈ [0 : j]. This allocation is performed without knowledge of
the later demands, and the cache contents of user k is denoted
as Zk = fk(W0, W1, . . . ,WN−1). Note that size of Zk cannot
be greater than the capacity of the cache memory size.
• Delivery Phase: Each user requests an arbitrary file from

W . The request vector is denoted by d = (d0, d1, . . . , dK0−1,
. . . , dK0+K1+···+Kj−1), i.e., user k requests file Wdk

, where
dk ∈ [0 : N − 1]. Once the server receives the users’ requests,
it generates a signal Xd by using an encoding function φd :
FNB

2 7→ F⌊RB⌋
2 , where R is called the transmission rate. The

transmitted signal over the shared link is denoted as Xd =
φd(W0, W1, . . . ,WN−1). Finally, each user k ∈ Ki utilizes
a decoding function φ−1

d,k : F⌊RB⌋
2 × F⌊MiB⌋

2 7→ FB
2 , which

maps the received signal Xd and its cache contents Zk to
compute Ŵdk

≜ φ−1
d,k(Xd,Zk), which is an estimation of the

desired file Wdk
. It is required that each user k can reliably

recover its desired file, i.e., given an arbitrary small ε > 0,
maxd∈[0:N−1]θ maxk∈

⋃j
i=0 Ki

P (Ŵdk
̸= Wdk

) < ε, where

θ =
∑j

i=0 Ki.
In order to minimize the cache content updates, the existing

users in the network are assumed to be stationary. They will be
involved at the next round with the same placement strategy.
This enables their cache contents remain unchanged at the
forthcoming rounds. Hence, at the current round, the place-
ment phase should be further partitioned into two subphases,
one for the existing users and the other for the new users. Since
the cache contents remain unchanged for the existing users,
the server would need to further partition the packets that are
utilized by the existing users, and meanwhile design the cache
placement for the new users. Therefore, the challenge lies in
how to design the cache placement for the new users and the
multicast messages to ensure a small transmission rate.

III. DYNAMIC CODED CACHING SCHEME

This section proposes a dynamic coded caching scheme,
which minimizes the cache content updates for the existing
users. The design also improves the subpacketization level of
the existing scheme. We first introduce our design motivation.

A. Design Motivation

Given a (K0, K1, . . . ,Kl−1; M0, M1, . . . ,Ml−1; N)
dynamic network, a trivial way of realizing it at round j is
to implement a (Ki; Mi; N) coded caching scheme for the
users of Ki separately, where i ∈ [0 : j]. However, it may
lead to a larger transmission rate since the multicast messages
generated for one user group cannot benefit for the other user
groups. This is illustrated by the following example, namely
as the grouping scheme.

Example 1 (Grouping Scheme): Consider a (K0, K1; M0,
M1; N) dynamic coded caching network with two rounds,
where K0 = {0, 1, 2, 3},K1 = {4, 5}, M0 = M1 = 3 and
N = 6. At round 1, The users in K0 and K1 perform
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the (K0; M0; N) and (K1; M1; N) coded caching schemes,
respectively.
• Placement Phase: The users in K0 perform a (4; 3; 6)

coded caching scheme. Each file in the server is parti-
tioned into four packets of the same size, i.e., Wn =
{Wn,0, Wn,1, Wn,2, Wn,3}, where n ∈ [0 : 5]. The contents
cached by each user in K0 are Z0 = {Wn,0, Wn,1}, Z1 =
{Wn,2, Wn,3}, Z2 = {Wn,0, Wn,2} and Z3 = {Wn,1, Wn,3},
where n ∈ [0 : 5]. Similarly, two new users in K1 perform
another (2; 3; 6) coded caching scheme. Each file in the server
is partitioned into two packets of the same size, i.e., Wn =
{W ′

n,0, W
′
n,1}, where n ∈ [0 : 5]. Each user in K1 caches the

following packets, Z4 = {W ′
n,0} and Z5 = {W ′

n,1}, where
n ∈ [0 : 5].
• Delivery Phase: Let us assume that users 0, 1, 2, 3, 4 and

5 request files W0, W1, W2, W3, W4 and W5, respectively. The
messages sent by the server consist of two parts. The first part
is W0,2⊕W2,1, W1,0⊕W2,3, W0,3⊕W3,0 and W1,1⊕W3,2,
which is generated by the (4; 3; 6) coded caching scheme. The
second part W ′

4,1 ⊕W ′
5,0, which is generated by the (2; 3; 6)

coded caching scheme. Each user can then reconstruct its
desired file. The transmission rate is R(4; 3; 6) + R(2; 3; 6) =
1 + 1

2 = 3
2 .

Note that the MN grouping scheme has a lower transmission
rate than that of the grouping scheme in Example 1. This is
because the transmission rate of the MN scheme is optimal
under the constraints of uncoded placement and K ≤ N . How-
ever, its subpacketization level grows exponentially with the
number of users. Therefore, as the number of users increases,
the subpacketization level of the grouping scheme in Example
1 will be smaller than that of the MN grouping scheme. Ideally,
we would like to design a dynamic coded caching scheme
that can yield a small transmission rate, while maintain a
low subpacketization level. It can be seen that in Example
1, the multicast opportunities between the existing users and
new users will be lost, resulting in a larger transmission rate.
In order to create more multicast opportunities among all the
users at each round, the existing users and the new users should
be jointly considered in the design of content delivery, which
will be discussed in the next subsection.

B. New Dynamic Coded Caching Scheme

Based on the above observation, this subsection proposes
a new dynamic coded caching scheme by concatenating the
cache placement of the existing users and the new users
so that the coding gains can be enlarged. Different to the
construction of [11], in which the multicast messages are
generated based on the saturating matching of bipartite graphs,
the multicast messages of our proposed scheme are designed
through the combinatorial design method. Furthermore, our
proposed scheme can support the new users to have different
cache sizes and yield a smaller subpacketization level, which
is expected to have a wider range of applications. Now we
introduce details of the combinatorial cache placement and
the content delivery design as follows.
• Placement Phase: We focus on the cache placement

for the (K0, K1, . . . ,Kl−1; M0, M1, . . . ,Ml−1; N) dynamic
coded caching network at round j, where j ∈ [0 : l − 1]

and l ∈ N+. Let Ki = mipi and Mi = Nzi

pi
, where

mi, pi and zi are positive integers such that pi > zi ≥
1 and ⌊ p0−1

p0−z0
⌋ = ⌊ p1−1

p1−z1
⌋ = · · · = ⌊ pj−1

pj−zj
⌋ for i ∈

[0 : j]. For clarity, the users in Ki are denoted as Ki =
{(i, gi, vi) | (gi, vi) ∈ [0 : mi − 1]× [0 : pi − 1]}. Each file in
the server is partitioned into αpm0

0 pm1
1 · · · pmj

j packets of the
same size, i.e.,

Wn =
{

W
(β)
n,(a0,a1,...,aj)

∣∣(a0, a1, . . . , aj) ∈ Zm0
p0
× Zm1

p1

× · · · × Zmj
pj

, β ∈ [0 : α− 1]
}

,

where n ∈ [0 : N − 1] and α = ⌊ p0−1
p0−z0

⌋ = ⌊ p1−1
p1−z1

⌋ = · · · =
⌊ pj−1

pj−zj
⌋. This implies that the subpacketization level of the

scheme at round j is Fj = αpm0
0 pm1

1 · · · pmj

j . The contents
cached by user (i, gi, vi) are denoted as

Z(i,gi,vi) =
{

W
(β)
n,(a0,a1,...,aj)

∣∣(a0, a1, . . . , aj) ∈ Zm0
p0
× Zm1

p1
×

· · · × Zmj
pj

, ai|gi
∈ {vi, vi − 1, . . . , vi − (zi − 1)},

β ∈ [0 : α− 1], n ∈ [0 : N − 1]
}

, (1)

where (i, gi, vi) ∈ Ki. Note that the above computations are
performed under modulo pi. Therefore, each user in Ki caches
a total of NFjzi

pi
packets, which requires a cache memory of

NFjzi

pi
= MiFj packets. Moreover, with this concatenating

placement strategy, it can be seen that the cache contents of
the existing users do not need to be updated at round j. This is
because the packets utilized at round j are realized by further
partitioning the packets that have been used at round j − 1.
• Delivery Phase: The content delivery at round j can be

further described. Suppose that user (i, gi, vi) requests file
Wd(i,gi,vi)

, where d(i,gi,vi) ∈ [0, N − 1]. Define a multicast
function ϕi: Zm0

p0
× Zm1

p1
× · · · × Zmj

pj × [0 : α − 1] × Ki 7→
Zm0

p0
× Zm1

p1
× · · · × Zmj

pj × [0 : pi − zi − 1], i.e.,

ϕi(a0, a1, . . . , aj , β, i, gi, vi)
= (a0, a1, . . . , ai−1, ai,0, ai,1,

. . . , ai,gi−1, vi − β(pi − zi), ai,gi+1 . . . , ai,mi−1, ai+1,

. . . , aj , ai|gi
− vi − 1), (2)

where ai|gi /∈ {vi, vi − 1, . . . , vi − (zi − 1)}. Based on (2),
for each b ∈ B = Zm0

p0
× Zm1

p1
× · · · × Zmj

pj × [0 : max{p0 −
z0 − 1, p1 − z1 − 1, . . . , pj − zj − 1}], at round j, the server
broadcasts the following coded packet to all the users.

Yb =
⊕

ϕi(a0,a1,...,aj ,β,i,gi,vi)=b,β∈[0:α−1],

(a0,a1,...,aj)∈Zm0
p0
×Zm1

p1
×···×Z

mj
pj

,

(gi,vi)∈[0:mi−1]×[0:pi−1],i∈[0:j]

W
(β)
d(i,gi,vi),(a0,a1,...,aj)

.

(3)

Since |B| = pm0
0 pm1

1 · · · pmj

j max{p0 − z0, p1 − z1, . . . , pj −
zj}, the total number of packets sent over the shared link is
RjFj = pm0

0 pm1
1 · · · pmj

j max{p0 − z0, p1 − z1, . . . , pj − zj}.
The above placement and delivery strategy yields the fol-

lowing result that characterizes the property of the proposed
dynamic coded caching scheme.

Theorem 1: Given any pi, zi, mi, l ∈ N+ with pi >
zi ≥ 1 and ⌊ p0−1

p0−z0
⌋ = ⌊ p1−1

p1−z1
⌋ = · · · =
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⌊ pl−1−1
pl−1−zl−l

⌋ = α for i ∈ [0 : l − 1], there exists
a (K0, K1, . . . ,Kl−1; M0, M1, . . . ,Ml−1; N) dynamic coded
caching scheme with Ki = mipi and Mi = Nzi

pi
. At round

j, the transmission rate of Rj = max{p0−z0,p1−z1,...,pj−zj}
α

can be achieved with a subpacketization level of Fj =
αpm0

0 pm1
1 · · · pmj

j , where j ∈ [0 : l − 1].
Proof: It is sufficient to prove the decodability at round

j, i.e., each user can recover its desired file. In order to show
the decodability, the following inequality needs to be proved.

ϕi(a0, . . . , aj , β, i, gi, vi) ̸= ϕi(a0, . . . , aj , β, i, g′i, v
′
i) (4)

for (i, gi, vi) ̸= (i, g′i, v
′
i). Based on (2), if gi = g′i and vi ̸= v′i,

it can be seen that (4) holds since vi − β(pi − zi) ̸= v′i −
β(pi − zi). If gi ̸= g′i, we have ai,gi

= vi − β(pi − zi) under
the assumption of

ϕi(a0, a1, . . . , aj , β, i, gi, vi) = ϕi(a0, a1, . . . , aj , β, i, g′i, v
′
i).

This implies

ai,gi
= vi − β(pi − zi) ∈ {vi, vi − 1, . . . , vi − (zi − 1)},

which contradicts the definition of ϕi. Hence, (4) also holds.
Similarly, we have

ϕi(a0, . . . , aj , β, i, gi, vi) ̸= ϕi′(a0, . . . , aj , β, i′, gi′ , vi′) (5)

for i ̸= i′, and

ϕi(a0, . . . , aj , β, i, gi, vi) ̸= ϕi(a′0, . . . , a′j , β, i, gi, v
′
i) (6)

for vi ̸= v′i. It remains to show that

ϕi(a0, . . . , aj , β, i, gi, vi) ̸= ϕi(a′0, . . . , a′j , β
′, i, gi, vi) (7)

for (a0, a1, . . . , aj , β) ̸= (a′0, a′1, . . . , a′j , β′). Based on (2),
if (a0, a1, . . . , aj) = (a′0, a′1, . . . , a′j) and β ̸= β′, it can be
seen that (7) holds since vi − β(pi − zi) ̸= vi − β′(pi − zi).
If as ̸= a′s for s ∈ [0 : j]\{i}, or ai,h ̸= a′i,h for h ∈ [0, mi −
1]\{gi}, based on (2), (7) will hold. If ai,gi

̸= a′i,gi
, it can be

seen that (7) also holds since ai,gi
− vi − 1 ̸= a′i,gi

− vi − 1.
Without loss of generality, it is assumed that there exist

(a′0, a′1, . . . , a′j) ∈ Zm0
p0
×Zm1

p1
×· · ·×Zmj

pj and β′ ∈ [0 : α−1]
such that ϕi(a′0, a′1, . . . , a′j , i, gi, vi, β

′) = b, i.e., the packet
W

(β′)
d(i,gi,vi),(a′0,a′1,...,a′j)

is required by user (i, gi, vi). If there

exist another (a0, a1, . . . , aj) ∈ Zm0
p0
× Zm1

p1
× · · · × Zmj

pj and
β ∈ [0 : α − 1] satisfying ϕi(a0, a1, . . . , aj , i, g

′
i, v

′
i, β) = b,

based on (4), (5) and (7), we have (i, gi, vi) ̸= (i, g′i, v
′
i) and

(a0, a1, . . . , aj , β) ̸= (a′0, a′1, . . . , a′j , β′). Therefore, in order
to prove the decodability, the following two cases need to be
considered.

Case 1: gi ̸= g′i. Based on (2), we have ai,gi
= vi−β′(pi−

zi). This implies ai|gi
∈ {vi, vi−1, . . . , vi−(zi−1)}, i.e., the

packet W
(β)
d(i,g′

i
,v′

i
),a0,a1,...,aj

has been cached by user (i, gi, vi).
Case 2: gi = g′i and vi ̸= v′i. Based on (6), it can been

that β ̸= β′. This implies pi < 2zi. Assume that ai|gi
/∈

{vi, vi − 1, . . . , vi − (zi − 1)}, i.e., there exists an integer
r ∈ [1 : pi − zi] satisfying ai|gi

= vi + r. Based on (2),
we obtain vi = v′i + (β′ − β)(pi − zi). As a result, we have

ai|gi − v′i = (β′ − β)(pi − zi) + r. (8)

This is impossible for β′ > β. Note that pi − zi + 1 < (pi −
zi)(β′−β)+r < pi and ai|gi

−v′i < pi−zi +1 under the fact
β′, β ∈ [0 : α − 1] and pi < 2zi. It can also be seen that (8)
does not hold for β′ < β. Therefore, we have ai|gi

∈ {vi, vi−
1, . . . , vi − (zi − 1)}, i.e., the packet W

(β)
d(i,g′

i
,v′

i
),a0,a1,...,aj

has

been cached by user (i, gi, vi).
Finally, let us assume there exist (a′′0 , a′′1 , . . . , a′′j ) ∈ Zm0

p0
×

Zm1
p1

× · · · × Zmj
pj and β′′ ∈ [0 : α − 1] satisfying

ϕi′(a′′0 , a′′1 , . . . , a′′j , i′, gi′ , vi′ , β
′′) = b, where i ̸= i′. With a

similar argument of Case 1, it can be seen that the packet
W

(β′′)
d(i′,g

i′ ,vi′ )
,(a′′0 ,a′′1 ,...,a′′j ) has been cached by user (i, gi, vi).

Therefore, its desired packet W
(β′)
d(i,gi,vi),(a′0,a′1,...,a′j)

can be
obtained from the received coded packet Yb,

Yb

= W
(β′)
d(i,gi,vi)

,(a′0,a′1,...,a′j)

⊕

( ⊕
ϕs(a0,a1,...,aj ,β,s,gs,vs)=b,

(a0,a1,...,aj)∈Zm0
p0
×Zm1

p1
×···×Z

mj
pj

,

(gs,vs)∈[0:ms−1]×[0:ps−1],
s∈[0:j]\{i},β∈[0:α−1]

W
(β)
d(s,gs,vs),(a0,a1,...,aj)

)

⊕

( ⊕
ϕi(a0,a1,...,aj ,β,i,g′i,v

′
i)=b,

(a0,a1,...,aj)∈Zm0
p0
×Zm1

p1
×···×Z

mj
pj

,

(g′i,v
′
i)∈[0:mi−1]×[0:pi−1]\{(gi,vi)},

β∈[0:α−1]

W
(β)
d(i,g′

i
,v′

i)
,(a0,a1,...,aj)

)
,

since the last two terms can be available in its own cache.
Similarly, the other desired packets of user (i, gi, vi) can also
be recovered.

The following example further demonstrates through jointly
optimizing the placement and delivery strategy, Theorem 1 can
yield a smaller transmission rate.

Example 2: Consider the same dynamic network as in
Example 1, i.e., p0 = p1 = 2, z0 = z1 = 1, m0 = 2 and
m1 = 1. Based on the above placement and delivery design,
at round 1, the network performs two phases as follows.
• Placement Phase: Each packet W

(0)
n,(a0)

used at round 0 is
further partitioned into two packets, i.e.,

Wn =
{

W
(0)
n,(a0)

∣∣a0 ∈ Z2
2

}
=
{

W
(0)
n,(a0,a1)

∣∣(a0, a1) ∈ Z3
2

}
=
{

W
(0)
n,(00,0), W

(0)
n,(00,1), W

(0)
n,(01,0), W

(0)
n,(01,1), W

(0)
n,(10,0),

W
(0)
n,(10,1), W

(0)
n,(11,0), W

(0)
n,(11,1)

}
,

where n ∈ [0 : 5]. Based on (1), the contents cached by
the users of K0 = {000, 001, 010, 011} remain unchanged as
before, i.e.,

Z000 =
{

W
(0)
n,(00,0), W

(0)
n,(00,1), W

(0)
n,(01,0), W

(0)
n,(01,1)

}
,

Z001 =
{

W
(0)
n,(10,0), W

(0)
n,(10,1), W

(0)
n,(11,0), W

(0)
n,(11,1)

}
,

Z010 =
{

W
(0)
n,(00,0), W

(0)
n,(00,1), W

(0)
n,(10,0), W

(0)
n,(10,1)

}
,

Z011 =
{

W
(0)
n,(01,0), W

(0)
n,(01,1), W

(0)
n,(11,0), W

(0)
n,(11,1)

}
,
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where n ∈ [0 : 5]. The contents cached by two new users in
K1 = {100, 101} are

Z100 =
{

W
(0)
n,(00,0), W

(0)
n,(01,0), W

(0)
n,(10,0), W

(0)
n,(11,0)

}
,

Z101 =
{

W
(0)
n,(00,1), W

(0)
n,(01,1), W

(0)
n,(10,1), W

(0)
n,(11,1)

}
.

• Delivery Phase: Let us assume that users 000, 001, 010,
011, 100 and 101 request files W0, W1, W2, W3, W4 and W5,
respectively. Based on (3), the message corresponding to b =
0000 generated by the server will be Y0000 = W

(0)
0,(10,0) ⊕

W
(0)
2,(01,0) ⊕ W

(0)
4,(00,1). This is because ϕ0(10, 1, 0, 0, 0, 0) =

ϕ0(01, 1, 0, 0, 1, 0) = ϕ1(00, 0, 0, 1, 0, 1) = 0000. Similarly,
the other seven messages sent by the server are

Y0010 = W
(0)
0,(10,1) ⊕W

(0)
2,(01,1) ⊕W

(0)
5,(00,0),

Y0100 = W
(0)
0,(11,0) ⊕W

(0)
3,(00,0) ⊕W

(0)
4,(01,1),

Y0110 = W
(0)
0,(11,1) ⊕W

(0)
3,(00,1) ⊕W

(0)
5,(01,0),

Y1000 = W
(0)
1,(00,0) ⊕W

(0)
2,(11,0) ⊕W

(0)
4,(10,1),

Y1010 = W
(0)
1,(00,1) ⊕W

(0)
2,(11,1) ⊕W

(0)
5,(10,0),

Y1100 = W
(0)
1,(01,0) ⊕W

(0)
3,(10,0) ⊕W

(0)
4,(11,1),

Y1110 = W
(0)
1,(01,1) ⊕W

(0)
3,(10,1) ⊕W

(0)
5,(11,0).

Each user can then reconstruct its desired file.
E.g., user 000 requires W0 and it has cached
W

(0)
0,(00,0),W

(0)
0,(00,1),W

(0)
0,(01,0) and W

(0)
0,(01,1). It can obtain

W
(0)
0,(10,0), W

(0)
0,(10,1),W

(0)
0,(11,0) and W

(0)
0,(11,1) with the following

received coded packets Y0000, Y0010, Y0100 and Y0110, where
W

(0)
2,(01,0), W

(0)
4,(00,1), W

(0)
2,(01,1), W

(0)
5,(00,0), W

(0)
3,(00,0), W

(0)
4,(01,1),

W
(0)
3,(00,1) and W

(0)
5,(01,0) have been cached. Hence, the

transmission rate is R(4, 2; 3, 3; 6) = 8
8 = 1, which is smaller

than that of 3
2 in Example 1.

Note that the dynamic coded caching scheme characterized
in Theorem 1 can also support departing users. In fact, there
are two approaches in realizing this. The first one is to view
the departing users as virtual users. E.g., let us assume that the
network initially has K0 users with a cache size of M0 files.
In the first round, K1 users with a cache size of M1 files
join the network. In the following round 2, K2 users with
a cache size of M2 files join the network, and K ′

1 users of
K1 depart the network. Consequently, the network can be
realized by a (K0, K1, K2; M0, M1, M2; N) dynamic coded
caching scheme, where the K ′

1 departing users of K1 are
considered as virtual users. The second approach is to consider
the users of K1 ∪ K2 as mobile users, which is similar with
the work of [11]. In this case, the above network can be
realized by a (K0, K1 − K ′

1, K2; M0, M
′
1, M2; N) dynamic

coded caching scheme. It can be seen that the second solution
for handling the departing users may perform better. This is
because it is realized by a new design of cache placement
and content delivery for the remaining users so that the
multicasting opportunities can be maximized. However, the
second case will inevitably lead to a frequent update at some
existing users’ cache contents.

IV. NEW DYNAMIC CODED CACHING SCHEME WITH
INFORMATION SECURITY

This section further proposes a dynamic coded caching
scheme that can ensure information security. It is shown that
cache content updates of the existing users can be neglected
when the number of library files is large. Let K̃ denote
a subset of users at round j, and K̃c further denote the
complementary set of K̃, i.e., K̃c =

⋃j
i=0Ki\K̃. Then, two

sufficient conditions for dynamic networks with information
security at round j are characterized as follows.

A. Content Security

Any external wiretapper who observes the transmitted sig-
nals during the delivery phase cannot obtain any information
about the files in the library, i.e.,

I(Xd;W) = 0, (9)

where Xd is the transmitted signal over the shared link.

B. Demand Privacy

Any subset of users cannot obtain any information on the
demands of other users, i.e.,

I (dK̃c ; Xd,ZK̃,W|dK̃) = 0, (10)

where dK̃ = {dk | k ∈ K̃}, dK̃c = {dk | k ∈ K̃c} and
ZK̃ = {Zk | k ∈ K̃}.

In order to satisfy the security constraints of (9) and (10),
security and privacy keys are placed at the users’ caches during
the placement phase. These keys are only used to encrypt the
transmitted signals once during the delivery phase [39]. This
is known as the one-time pad [32]. Based on the placement
and delivery strategy introduced in Section III-B, the dynamic
networks with requirements (9) and (10) can be realized by
the following two phases.
• Placement Phase: Each file is partitioned into Fj

packets of equal size. The server creates |B| security keys
and

∑j
i=0 Ki(1 − zi

pi
)Fj privacy keys as follows. The

security keys, denoted as V(j) = {V (j)
b | b ∈ B},

which are randomly generated from FB/Fj

2 . In addition,
the server generates

∑j
i=0 Ki random vectors q(j)

(i,gi,vi)
=

(q(j)
(i,gi,vi),0

, q
(j)
(i,gi,vi),1

, . . . , q
(j)
(i,gi,vi),N−1) uniformaly over FN

2 .
Both the security keys and the random vectors are independent
of the library files. Then, the set of privacy keys can be
constructed as

T (j) =
{

T
(j)
(a0,a1,...,aj ,β),(i,gi,vi)

∣∣ai|gi /∈ {vi, vi − 1, . . . , vi

− (zi − 1)}, β ∈ [0 : α− 1] , (a0, a1, . . . , aj) ∈ Zm0
p0

× Zm1
p1
× · · · × Zmj

pj
, (gi, vi) ∈ [0 : mi − 1]

× [0 : pi − 1], i ∈ [0 : j]
}

, (11)

where

T
(j)
(a0,a1,...,aj ,β),(i,gi,vi)

=
⊕

n∈[0:N−1]

q
(j)
(i,gi,vi),n

W
(β)
n,(a0,a1,...,aj)

.
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Based on the designed security and privacy keys, each user’s
cache is populated with two parts of cache contents. The
first part is the same as that of the scheme proposed in
Section III-B. The second part is some linear combinations
of the security and privacy keys, i.e.,

Z ′′(i,gi,vi)
=
{

V
(j)

b ⊕ T
(j)
(a0,a1,...,aj ,β),(i,gi,vi)

∣∣ϕi(a0, a1, . . . , aj ,

β, i, gi, vi) = b, b ∈ B, β ∈ [0 : α− 1] , (a0, a1,

. . . , aj) ∈ Zm0
p0
× Zm1

p1
× · · · × Zmj

pj

}
, (12)

where (i, gi, vi) ∈ Ki. It can be seen that the second part
cache contents should be updated at the forthcoming rounds
to ensure the content security and demand privacy during the
delivery phase. However, the size of Z ′′(i,gi,vi)

is 1 − zi

pi
file,

which is very small. Its communication cost can be negligible
when there are a large number of library files.
• Delivery Phase: After receiving the users’ demands, the

server first generates
∑j

i=0 Ki vectors as

Hd =
{

h(j)
(i,gi,vi)

=
(
h

(j)
(i,gi,vi),0

, h
(j)
(i,gi,vi),1

, . . . , h
(j)
(i,gi,vi),N−1

)
∣∣ (i, gi, vi) ∈ Ki, i ∈ [0 : j]

}
, (13)

where

h
(j)
(i,gi,vi),y

=


q
(j)
(i,gi,vi),y

,

if y ∈ [0 : N − 1] \
{
d(i,gi,vi)

}
;

q
(j)
(i,gi,vi),y

⊕ 1, if y = d(i,gi,vi).

(14)

Based on (13), the server creates |B| coded packets as Sd =
{Sb | b ∈ B}, where

Sb = V
(j)

b ⊕
⊕

ϕi(a0,a1,...,aj ,β,i,gi,vi)=b,β∈[0:α−1],

(a0,a1,...,aj)∈Zm0
p0
×Zm1

p1
×···×Z

mj
pj

,

(gi,vi)∈[0:mi−1]×[0:pi−1],i∈[0:j]⊕
n∈[0:N−1]

h
(j)
(i,gi,vi),n

W
(β)
n,(a0,a1,...,aj)

. (15)

Then, the server broadcasts the signal Xd = Hd∪Sd to all the
users at round j. It can be seen that for a large file size B, the
additional transmission rate generated by Hd is marginalized.
Note that the size of Hd is N

∑j
i=0 Ki bits, and N

∑j
i=0 Ki

B →
0 as B increases.

The above two phases yield the following dynamic coded
caching scheme that can support content security and demand
privacy in the delivery phase.

Theorem 2: Given any pi, zi, mi, l ∈ N+ with pi >
zi ≥ 1 and ⌊ p0−1

p0−z0
⌋ = ⌊ p1−1

p1−z1
⌋ = · · · =

⌊ pl−1−1
pl−1−zl−l

⌋ = α for i ∈ [0 : l − 1], there exists
a (K0, K1, . . . ,Kl−1; M0, M1, . . . ,Ml−1; N) dynamic coded
caching scheme that can support content security and demand
privacy with Ki = mipi and Mi = 1 + (N−1)zi

pi
. At round

j, the transmission rate of Rj = max{p0−z0,p1−z1,...,pj−zj}
α

can be achieved with a subpacketization level of Fj =
αpm0

0 pm1
1 · · · pmj

j , where j ∈ [0 : l − 1].
Proof: Content Security: In order to prove (9), it is

sufficient to prove I(W, d; Xd) = 0. Based on the property of

mutual information, we have

I(W, d; Xd) = I(W, d;Hd,Sd)
= I(Hd;W, d) + I(Sd;W, d|Hd)
(a)
= 0 + I(Sd;W, d|Hd)
(b)
= 0, (16)

where (a) holds since Hd is independent of W and d because
the vector h(j)

(i,gi,vi)
of (13) is uniformly distributed over FN

2 ,
and (b) holds since Sd is independent of W, d and Hd because
the term V

(j)
b of (15) is randomly chosen from FB/Fj

2 .
Demand Privacy: Given any K̃ ⊆

⋃j
i=0Ki and K̃ ̸= ∅,

we have

I(dK̃c ; Xd,ZK̃,W|dK̃) ≤ I(dK̃c ; Xd,ZK̃,Hd,W|dK̃)
(a)
= I(dK̃c ;ZK̃,Hd,W|dK̃)
(b)
= I(dK̃c ;ZK̃|Hd,W, dK̃)
= H(ZK̃|Hd,W, dK̃)−

H(ZK̃|Hd,W, d)
(c)
= H(ZK̃|Hd,W)−H(ZK̃|Hd,W)
= 0, (17)

where (a) holds since Xd is a function of Hd and W , (b)
holds since Hd and W are independent of the users’ demands,
and (c) holds since the placement is independent of the users’
demands.

Decodability: Suppose that user (i, gi, vi) ∈ Ki requests file
Wd(i,gi,vi)

, where i ∈ [0 : j]. Based on the cache contents of
user (i, gi, vi), it just needs to show that user (i, gi, vi) ∈ Ki

can obtain all the packets of{
W

(β)
d(i,gi,vi)

,(a0,a1,...,aj)
| (a0, a1, . . . , aj) ∈ Zm0

p0
× Zm1

p1
× · · ·

× Zmj
pj

, ai|gi
/∈
{
vi, vi − 1, . . . , vi − (zi − 1)

}
, β ∈ [0 : α

− 1], n ∈ [0 : N − 1]
}

.

Without loss of generality, it is assumed that ϕi(a′0, a′1, . . . , a′j
, β′, i, gi, vi) = b, i.e., the packet W

(β′)
d(i,gi,vi),(a′0,a′1,...,a′j)

is
required by user (i, gi, vi) but has not been cached in its own
cache. Then, (15) can be written as

Sb = W
(β′)
d(i,gi,vi)

,(a′0,a′1,...,a′j)
⊕

(
V

(j)
b ⊕

⊕
n∈[0:N−1]

q
(j)
(i,gi,vi),n

W
(β′)
n,(a′0,a′1,...,a′j)

)
⊕

( ⊕
ϕs(a0,a1,...,aj ,β,s,gs,vs)=b,

(a0,a1,...,aj)∈Zm0
p0
×Zm1

p1
×···×Z

mj
pj

,

(gs,vs)∈[0:ms−1]×[0:ps−1],
s∈[0:j]\{i},β∈[0:α−1]⊕

n∈[0:N−1]

h
(j)
(s,gs,vs),nW

(β)
n,(a0,a1,...,aj)

)
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⊕

( ⊕
ϕi(a0,a1,...,aj ,β,i,g′i,v

′
i)=b,

(a0,a1,...,aj)∈Zm0
p0
×Zm1

p1
×···×Z

mj
pj

,

(g′i,v
′
i)∈[0:mi−1]×[0:pi−1]\(gi,vi),

β∈[0:α−1]

⊕
n∈[0:N−1]

h
(j)

(i,g′i,v
′
i),n

W
(β)
n,(a0,a1,...,aj)

)
. (18)

Based on (12), it can be seen that the second term of (18) has
been cached by user (i, gi, vi). Further based on the proof of
Theorem 1 and the fact that user (i, gi, vi) can get the coef-
ficient vectors from Hd, user (i, gi, vi) can compute the last
two terms of (18). Therefore, the packet W

(β′)
d(i,gi,vi),(a′0,a′1,...,a′j)

can be decoded from (18). Similarly, the other desired packets
of user (i, gi, vi) can also be recovered.

Continued from Example 2, the following example further
illustrates the realization of the scheme characterized in The-
orem 2.

Example 3: Consider a (4, 2; 3, 3; 6) dynamic network as
in Example 2 with information security. Based on the above
placement and delivery design, at round 1, the network oper-
ates the following two phases.
• Placement Phase: The first part of the cache contents

of the users in K0 ∪ K1 = {000, 001, 010, 011, 100, 101} is
the same as that of the scheme in Example 2. For the second
part of the cache contents, the server first generates 8 security
keys and 24 privacy keys as follows. The 8 security keys are
randomly generated from FB/8

2 , denoted as

V(1) =
{

V
(1)

b

∣∣b ∈ Z3
2 × {0}

}
=
{

V
(1)
0000, V

(1)
0010, V

(1)
0100, V

(1)
1000, V

(1)
0110, V

(1)
1010, V

(1)
1100, V

(1)
1110

}
.

Each security key is associated with an element of B =
Z3

2×{0}. The server generates K0 + K1 = 6 random vectors
q(1)

000, q(1)
001, q(1)

010, q(1)
011, q(1)

100 and q(1)
101 over F6

2, and each one
corresponds to a user. Based on (11), the 24 privacy keys can
be written as

T (1) =
{

T
(1)
(a0,a1,0),(i,gi,vi)

∣∣ai|gi
̸= vi, (a0, a1) ∈ Z3

2, (g0, v0)

∈ [0 : 1]× [0 : 1] , (g1, v1) ∈ {0}

× [0 : 1] , i ∈ [0 : 1]
}

, (19)

where

T
(1)
(a0,a1,0),(i,gi,vi)

=
⊕

n∈[0:N−1]

q
(1)
(i,gi,vi),n

W
(0)
n,(a0,a1)

.

Each user (i, gi, vi) caches the following superposition keys{
V

(1)
b ⊕ T

(1)
(a0,a1,0),(i,gi,vi)

∣∣ϕi(a0, a1, 0, i, gi, vi) = b,

b ∈ Z3
2 × {0}, (a0, a1) ∈ Z3

2

}
,

i.e.,

Z ′′000 =
{

V
(1)
0000 ⊕ T

(1)
(10,0,0),000, V

(1)
0010 ⊕ T

(1)
(10,1,0),000,

V
(1)
0100 ⊕ T

(1)
(11,0,0),000, V

(1)
0110 ⊕ T

(1)
(11,1,0),000

}
,

Z ′′001 =
{

V
(1)
1000 ⊕ T

(1)
(00,0,0),001, V

(1)
1010 ⊕ T

(1)
(00,1,0),001,

V
(1)
1100 ⊕ T

(1)
(01,0,0),001, V

(1)
1110 ⊕ T

(1)
(01,1,0),001

}
,

Z ′′010 =
{

V
(1)
0000 ⊕ T

(1)
(01,0,0),010, V

(1)
0010 ⊕ T

(1)
(01,1,0),010,

V
(1)
1000 ⊕ T

(1)
(11,0,0),010, V

(1)
1010 ⊕ T

(1)
(11,1,0),010

}
,

Z ′′011 =
{

V
(1)
0100 ⊕ T

(1)
(00,0,0),011, V

(1)
0110 ⊕ T

(1)
(00,1,0),011,

V
(1)
1100 ⊕ T

(1)
(10,0,0),011, V

(1)
1110 ⊕ T

(1)
(10,1,0),011

}
,

Z ′′100 =
{

V
(1)
0000 ⊕ T

(1)
(00,1,0),100, V

(1)
0100 ⊕ T

(1)
(01,1,0),100,

V
(1)
1000 ⊕ T

(1)
(10,1,0),100, V

(1)
1100 ⊕ T

(1)
(11,1,0),100

}
,

Z ′′101 =
{

V
(1)
0010 ⊕ T

(1)
(00,0,0),101, V

(1)
0110 ⊕ T

(1)
(01,0,0),101,

V
(1)
1010 ⊕ T

(1)
(10,0,0),101, V

(1)
1110 ⊕ T

(1)
(11,0,0),101

}
.

• Delivery Phase: Let us assume that users 000, 001, 010,
011, 100 and 101 request files W0, W1, W2, W3, W4 and
W5, respectively. Based on (13) and (15), the server
broadcasts the following coded packets and Hd ={

h(j)
000, h(j)

001, h(j)
010, h(j)

011, h(j)
100, h(j)

101

}
to the users at round j.

S0000 =
⊕

n∈[0:5]

h000,nW
(0)
n,(10,0) ⊕

⊕
n∈[0:5]

h010,nW
(0)
n,(01,0)

⊕
⊕

n∈[0:5]

h100,nW
(0)
n,(00,1) ⊕ V0000,

S0010 =
⊕

n∈[0:5]

h000,nW
(0)
n,(10,1) ⊕

⊕
n∈[0:5]

h010,nW
(0)
n,(01,1)

⊕
⊕

n∈[0:5]

h101,nW
(0)
n,(00,0) ⊕ V0010,

S0100 =
⊕

n∈[0:5]

h000,nW
(0)
n,(11,0) ⊕

⊕
n∈[0:5]

h011,nW
(0)
n,(00,0)

⊕
⊕

n∈[0:5]

h100,nW
(0)
n,(01,1) ⊕ V0100,

S0110 =
⊕

n∈[0:5]

h000,nW
(0)
n,(11,1) ⊕

⊕
n∈[0:5]

h011,nW
(0)
n,(00,1)

⊕
⊕

n∈[0:5]

h101,nW
(0)
n,(01,0) ⊕ V0110,

S1000 =
⊕

n∈[0:5]

h001,nW
(0)
n,(00,0) ⊕

⊕
n∈[0:5]

h010,nW
(0)
n,(11,0)

⊕
⊕

n∈[0:5]

h100,nW
(0)
n,(10,1) ⊕ V1000,

S0100 =
⊕

n∈[0:5]

h001,nW
(0)
n,(00,1) ⊕

⊕
n∈[0:5]

h010,nW
(0)
n,(11,1)

⊕
⊕

n∈[0:5]

h101,nW
(0)
n,(10,0) ⊕ V0100,

S1100 =
⊕

n∈[0:5]

h001,nW
(0)
n,(01,0) ⊕

⊕
n∈[0:5]

h011,nW
(0)
n,(10,0)

⊕
⊕

n∈[0:5]

h100,nW
(0)
n,(11,1) ⊕ V1100,

S1110 =
⊕

n∈[0:5]

h001,nW
(0)
n,(01,1) ⊕

⊕
n∈[0:5]

h011,nW
(0)
n,(101)

⊕
⊕

n∈[0:5]

h101,nW
(0)
n,(11,0) ⊕ V1110.
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Each user can then reconstruct its desired file.
E.g., user 000 requires W0 and it has cached
W

(0)
0,(00,0), W

(0)
0,(00,1), W

(0)
0,(01,0) and W

(0)
0,(01,1). It can obtain

W
(0)
0,(10,0) with the following received coded packet.

S0000 =
⊕

n∈[0:5]

h000,nW
(0)
n,(10,0) ⊕

⊕
n∈[0:5]

h010,nW
(0)
n,(01,0)

⊕
⊕

n∈[0:5]

h100,nW
(0)
n,(00,1) ⊕ V0000

= W0,(10,0) ⊕

V0000 ⊕
⊕

n∈[0:5]

q000,nW
(0)
n,(10,0)


⊕

( ⊕
n∈[0:5]

h010,nW
(0)
n,(01,0) ⊕

⊕
n∈[0:5]

h100,nW
(0)
n,(00,1)

)
.

(20)

This is because the second term of (20) has been cached by
user 000, while the last term can be computed since its coef-
ficient vectors and the packets W

(0)
n,(01,0) and W

(0)
n,(00,1)(n ∈

[0 : 5]) are known to user 000. Similarly, the other desired
packets W

(0)
0,(10,1),W

(0)
0,(11,0) and W

(0)
0,(11,1) of user 000 can also

be recovered.
Finally, it should be pointed out that our proposed schemes

only support the memory size Mi under the parameters pi and
zi satisfying ( pi−1

pi−zi
− 1)/α ≤ 1 ≤ ( pi−1

pi−zi
)/α for any i ∈ [0 :

j − 1] and α ∈ N+. However, our combinatorial construction
approach is also applicable to any positive integers pi and zi,
where pi > zi ≥ 1. In particular, when parameters pi and
zi satisfy the constraints of Theorem 1 and Theorem 2, the
proposed constructions can achieve a better subpacketization
level.

V. PERFORMANCE ANALYSES OF THE NEW SCHEMES

This section analyzes the proposed dynamic coded caching
schemes in their capability of achieving a smaller subpacke-
tization level and its improved tradeoff with the transmission
rate. We start with comparing the most relevant coded caching
scheme that also supports dynamic networks.

A. Comparison Between the Schemes of Theorem 1, [11],
and MN Grouping Scheme

We first compare our proposed scheme with the scheme
of [11] and the MN grouping scheme, i.e., the MN scheme
with grouping. Note that the scheme of [11] can support
dynamic networks with an order optimal transmission rate.
Its features are further characterized in the following lemma.

Lemma 1 ([11]): Given any Ki, Mi, N ∈ N+ with Mi <
N and ti = KiMi

N ∈ [1 : Ki−1], where i ∈ [0 : 1], there exists
a (K0, K1; M0, M1; N) dynamic coded caching scheme with
a transmission rate of

R′1≤


(K0 − t0)(t0t1 + t0 + 1)

t0t1(t0 + 1)
+

K1 − t1
t1(t0 + 1)

, if M0 ≤ M1;

(K1 − t1)(t0t1 + t1 + 1)
t0t1(t1 + 1)

+
K0 − t0

t0(t1 + 1)
, if M0 > M1,

and a subpacketization level of F ′1 = t0t1
(
K0
t0

)(
K1
t1

)
.

Given any pi, zi, mi ∈ N+ and l = 2 with ⌊ p0−1
p0−z0

⌋ =
⌊ p1−1

p1−z1
⌋, z0

p0
> z1

p1
and zi < pi for i ∈ [0 : 1], the round

1 subpacketization level and transmission rate of the scheme
characterized by Theorem 1 can be written as F1 = αpm0

0 pm1
1

and

R1 =
max{p0 − z0, p1 − z1}

α
,

respectively, where α = ⌊ p0−1
p0−z0

⌋ = ⌊ p1−1
p1−z1

⌋. In comparison,
by letting Ki = mipi and Mi

N = zi

pi
in Lemma 1, the

subpacketization level and transmission rate of the scheme in
Lemma 1 can be written as

F ′1 =
1∏

i=0

mizi

(
mipi

mizi

)
and

R′1 ≤
(p1 − z1)(m0m1z0z1 + m1z1 + 1)

m0z0z1(m1z1 + 1)
+

p0 − z0

z0(m1z1 + 1)
,

respectively. Based on Stirling’s Formula that given m ∈ N+

and m → ∞, m! =
√

2πm(m
e )m, when m0, m1 → ∞,

we have

F ′1 =
1∏

i=0

mizi

(
mipi

mizi

)

≈
1∏

i=0

mizi

√
pi

2πzimi (pi − zi)

(
ppi

i

zzi
i (pi − zi)

pi−zi

)mi

.

Hence, the subpacketization level ratio between the schemes
in Theorem 1 and Lemma 1 can be written as

F1

F ′1
=

α

m0m1z0z1

1∏
i=0

(√
2πzimi (pi − zi)

pi(
ppi

i

piz
zi
i (pi − zi)

pi−zi

)−mi
)

. (21)

Since i ∈ [0 : 1], based on the binomial expansion, we have

ppi

i = (pi − zi)pi +
(

pi

1

)
(pi − zi)pi−1zi + · · ·+ zpi

i

≥
(

pi

zi − 1

)
(pi − zi)pi−zi+1zzi−1

i +
(

pi

zi

)
(pi − zi)pi−zi

· zzi
i +

(
pi

zi + 1

)
(pi − zi)pi−zi−1zzi+1

i

=
(

pi

zi

)
(pi − zi)pi−zizzi

i +
(

pi

zi

)
(pi − zi)pi−zizzi

i

(
pi − zi

pi − zi + 1
+

zi

zi + 1
)

≥ 2
(

pi

zi

)
(pi − zi)pi−zizzi

i . (22)

Substituting (22) into (21) yields

F1

F ′1
≤ α

m0m1z0z1

1∏
i=0

√
2πzimi(pi − zi)

pi

(
2
(
pi

zi

)
pi

)−mi

=
α

z0z1

1∏
i=0

√
2πzi(pi − zi)

mipi

(
2
(
pi

zi

)
pi

)−mi
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Fig. 2. Comparison between the proposed scheme of Theorem 1, the scheme of [11], and MN grouping scheme, where K0 = K1 = 48, M0 = 12 and
N = 96. (a) Subpacketization level; (b) Transmission rate.

= O
(
(m0m1)−

1
2 η−(m0+m1)

)
,

where η ≥ 2. Meanwhile, without loss of generality, it is
assumed that p0 − z0 < p1 − z1. The transmission rate ratio
between the schemes in Lemma 1 and Theorem 1 is
R′1
R1

≤ α

(
m1z1(m0z0 + 1) + 1
m0z0z1(m1z1 + 1)

+
p0 − z0

z0(m1z1 + 1)(p1 − z1)

)
≈ α

z1
,

where m0 and m1 are two sufficiently large integers. The
above analysis shows that for a dynamic network, which
is the only situation that the scheme of [11] can support,
our proposed scheme is able to substantially reduce the
subpacketization level of the scheme of [11]. Meanwhile,
the transmission rate of the proposed scheme is at least z1

α
of that of the scheme in [11]. In order to further verify
the above comparative characterizations, Fig. 2 compares
the subpacketization level and transmission rate between
our proposed scheme of Theorem 1, the scheme of [11]
and the MN grouping scheme. For the proposed scheme,
let p0 = 8, m0 = 6, z0 = z1 = 1 and (m1, p1) ∈
{(2, 24), (3, 16), (4, 12), (6, 8), (8, 6), (12, 4), (16, 3), (24, 2)}.
For the scheme of [11] and the MN grouping scheme, let
K0 = K1 = 48, t0 = 6 and t1 ∈ [1 : 47]. Note that for
the subpacketization level of the MN grouping scheme,
we choose a larger one between the two groups as a
comparison benchmark. It can be seen that with a similar
transmission rate, our proposed scheme yields a far smaller
subpacketization level than that of [11]. When comparing
with the MN grouping scheme, our proposed scheme yields
a smaller transmission rate, but at the cost of a slightly
increased subpacketization level. It should be noted that when
the cache sizes are greater than 37, our proposed scheme
has advantages in both the subpacketization level and the
transmission rate.

B. Comparison Between the Schemes of Theorem 1 and [7]

We now numerically compare our proposed scheme with
the decentralized sequential scheme of [7]. Its features are
summarized as follows.

Lemma 2 [7]: Given any K, K ′, M, N ∈ N+ with M <
N , K ′ > 1 and t = K′M

N ∈ [1 : K ′ − 1], where
K ′ is the cardinality of cache content base, there exists a
(K; M ; N) decentralized sequential coded caching scheme
with a transmission rate of

R =


⌈ K

K ′ ⌉
K ′ − t

1 + t
− K ′ − t

1 + t

x∏
i=0

K ′ − t− 1− i

K ′ − i
,

if y ≤ K ′ − t;

⌈ K

K ′ ⌉
K ′ − t

1 + t
, if y > K ′ − t,

and a subpacketization level of F =
(
K′

t

)
, where x = K ′ −

⌈ K
K′ ⌉K

′ + K − 1 and y = K −K ′(⌈ K
K′ ⌉ − 1) + 1.

Note that the cache size of the scheme in [7] is the same.
In order to compare both the subpacketization level and the
transmission rate of our proposed scheme with that of [7],
we consider the scheme of Theorem 1 maintaining the same
user cache size at round 1. For illustration, let p0 = p1 = 6,
m0 = m1 = 10 and z0 = z1 ∈ [1 : 5] for the scheme
in Theorem 1; Let K = 120, K ′ = 30, t ∈ [1 : 29] and
K = 120, K ′ = 60, t ∈ [1 : 59] for the scheme in [7]. Fig.3
compares their subpacketization level F and transmission rate
R against the cache size M . It can be seen that when K ′ = 30,
our proposed scheme in Theorem 1 has a lower transmission
rate than the scheme of [7], but it is realized at the cost of a
higher subpacketization level. Meanwhile, when K ′ = 60, our
proposed scheme yields a smaller subpacketization level, but
with a slightly higher transmission rate when 40 ≤ M ≤ 80.

We further demonstrate the advantage of our pro-
posed scheme at round 1 in Table I. For simplicity,
the schemes in Theorem 1 and [7] are parameterized by
(m0, m1, p0, p1, z0, z1, N) and (K, K ′, t, N), respectively.
Table I shows that in comparison with the scheme of [7],
our proposed scheme has advantage in both the transmission
rate and subpacketization level. Furthermore, it should be
emphasized that our proposed scheme can support the new
users with distinct cache sizes, which is expected to have a
wider range of applications.
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Fig. 3. Comparison between the proposed scheme of Theorem 1 and the scheme of [7], where K = K0 + K1 = 120 and N = 120. (a) Subpacketization
level; (b) Transmission rate.

Fig. 4. Comparison between the scheme of Theorem 1 and the scheme of Theorem 2, where K0 = 48 and K1 = 64. (a) Subpacketization level;
(b) Transmission rate.

TABLE I
COMPARISON BETWEEN THE SCHEME IN THEOREM 1

AND THE SCHEME IN [7]

C. Comparison Between the Schemes of Theorem 1 and
Theorem 2

Given any pi, zi, mi, l ∈ N+ for i ∈ [0 : l − 1], the cache
size of the scheme of Theorem 2 will be at most one file
larger than that of the scheme of Theorem 1. In particular,
when there are a large number of library files, it can be

negligible. In the following we numerically compare the
performance of the schemes of Theorems 1 and 2 with two
rounds. For the schemes of Theorems 1 and 2, let (m0, p0) ∈
{(2, 24), (3, 16), (4, 12), (6, 8), (8, 6), (12, 4), (16, 3), (24, 2)},
(m1, p1) ∈ {(2, 32), (4, 16), (8, 8), (16, 4), (32, 2)}, z0 =
z1 = 1 and N = 112,. Fig. 4 shows that with a negligible
cost of cache memory, the proposed scheme in Theorem 2
yields the same transmission rate and subpacketization level
as the scheme of Theorem 1.

D. Comparison Between the Schemes of Theorem 2
and [29], [31]

Finally, we numerically compare the proposed scheme of
Theorem 2 with the existing information security scheme
summarized in Table II.

Note that the security schemes in [29] and [31] only
support the networks within one round. In order to compare
their performances with our proposed scheme, let p0 = 4,
m0 = 8 and z0 ∈ [1 : 3] for the scheme in Theorem 2; Let
k = N = 32 and t ∈ [1 : 322− 1] for the scheme in [29]; Let
k = N = 32 and t ∈ [1 : 31] for the scheme in [31]. Fig. 5
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Fig. 5. Comparison between the proposed scheme of Theorem 2 and the schemes of [29] and [31], where K = 32 and N = 32. (a) Subpacketization level;
(b) Transmission rate.

TABLE II
SUMMARY OF THE EXISTING SECURITY SCHEMES

compares their subpacketization level F and transmission rate
R against the cache size M . It can be seen that our proposed
scheme can yield a smaller subpacketization level, but with a
slightly higher transmission rate.

VI. CONCLUSION

This paper has investigated the design of coded caching
scheme for dynamic networks that can support multiple rounds
of placement and delivery phases, where new users are joining
in each round. In order to minimize the cache content updates
in the placement phase and the amount of transmissions in
the delivery phase, two new dynamic coded caching schemes
have been proposed through the combinatorial design. Based
on the concatenating based placement contents, the coded mes-
sages we designed can generate more multicast opportunities
between the existing users and the new users in the delivery
phase. Our analytical and numerical results have both shown
that the proposed schemes yield a small subpacketization level
and achieve a good rate-memory tradeoff.
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